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Abstract. We study infinite dimensional quadratic programming (QP) problems of integral type.
The decision variable is taken in the space of bounded regular Borel measures on compact Haus-
dorff spaces. An implicit cutting plane algorithm is developed to obtain an optimal solution of the
infinite dimensional QP problem. The major computational tasks in using the implicit cutting plane
approach to solve infinite dimensional QP problems lie in finding a global optimizer of a non-linear
and non-convex program. We present an explicit scheme to relax this requirement and to get rid of the
unnecessary constraints in each iteration in order to reduce the size of the computatioinal programs.
A general convergence proof of this approach is also given.
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1. Introduction

Let X and Y be compact metric spaces. We denote by C(X) and M(X) the spaces
of continuous real valued functions on X and the set of all regular Borel measures
on X, respectively. Let M+(X) be the subset of M(X) which consists nonnegative
Borel measures on X. A function f on X×X is said to be positive semi-definite if

∫
X

∫
X

f (s, t)dµ(s)dµ(t) � 0 for all µ ∈ M(X).

Now we consider the following continuous quadratic programming problem. Let
φ(s, y) be a real-valued continuous function on X × Y , g(y) be a real-valued
continuous function on Y , h(s) be a real-valued continuous function on X, and
f (s, t) be a positive semi–definite symmetric real-valued continuous function on
X ×X. Then the continuous quadratic program is as follows:
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CQP

Minimize
1

2

∫
X

∫
X

f (s, t)dµ(s)dµ(t) +
∫
X

h(s)dµ(s)

Subject to
∫
X

φ(s, y)dµ(s) � g(y) for each y in Y, (1)

µ ∈ M+(X).

This is an infinite dimensional quadratic programming of integral type. The general
capacity problem has been studied by [1, 5, 9, 11, 12, 15, 16 and 17]. The recogni-
tion of the general capacity problem as an infinite dimensional linear programming
problem, and its study as such, was first made by Yamasaki [17] and Ohtsuka [11].
It is by instinct to consider the quadratic form of the general capacity problem.
Thus we study the continuous quadratic program in this paper. The dual problem
of CQP has the following form:

DCQP

Maximize (−1

2
)

∫
X

∫
X

f (s, t)dµ(s)dµ(t) +
∫
Y

g(y)dν(y)

Subject to
∫
Y

φ(s, y)dν(y) −
∫
X

f (t, s)dµ(t) � h(s) for each s inX,

ν ∈ M+(Y ), µ ∈ M(X). (2)

We denote by V (CQP) and V (DCQP) the optimal values for CQP and DCQP ,
respectively. Let M1 and M2 be the feasible sets for problem CQP and its dual
problem DCQP , respectively. The author [15] proved the following theorems.

THEOREM 1.1. Let µ = µ0 be an optimal solution to problem CQP and assume

that (i) there is a µ ∈ M+(X) such that
∫
X

φ(s, y)dµ(s)− g(y) > 0 for each y in

Y , or (ii) f (s, t) > 0 for each s, t ∈ X × X and h(s) � 0 for each s ∈ X. Then
an optimal solution (µ0, ν0) exists to problem DCQP , and there is no duality gap
between CQP and DCQP .

Condition C. We say that f (s, t) satisfies condition C if for every µ ∈ M(X)

and every sequence {µα} such that µα
w∗−→ µ, we have∫

X

∫
X

f (s, t)dµα(s)dµα(t)→
∫
X

∫
X

f (s, t)dµ(s)dµ(t),

where
w∗−→ denotes weak∗ convergence.



CUTTING PLANE APPROACH TO SOLVING QUADRATIC INFINITE PROGRAMS 69

Condition C′. We say that f (s, t) satisfies condition C ′ if for every µ ∈ M(X)

and every net {µα} (α ∈ A) such that µα
w∗−→
A

µ, we have

∫
X

∫
X

f (s, t)dµα(s)dµα(t)→
∫
X

∫
X

f (s, t)dµ(s)dµ(t).

THEOREM 1.2. Let f (s, t) satisfy condition C ′. Assume that there is a ν0 ∈
M+(Y ) and a positive real number c such that∫

Y

φ(s, y)dν0(y)+ c � 0 for each s inX. (3)

If the feasible set M1 �= φ, then the CQP has an optimal solution.

Proof. Let µ ∈ M1. By assumption (3), we have∫
X

∫
Y

φ(s, y)dν0(y)dµ(s) +
∫
X

cdµ(s) � 0. (4)

Since µ is a feasible solution of CQP , we have∫
X

φ(s, y)dµ(s) � g(y),

which implies∫
Y

∫
X

φ(s, y)dµ(s)dν0(y) �
∫
Y

g(y)dν0(y). (5)

From (4) and (5), we get

−cµ(X) �
∫
Y

g(y)dν0(y)

and so

µ(X) � 1

c
[−
∫
Y

g(y)dν0(y)].

Hence M1 is bounded in the norm of M(X) = C(X)∗. Evidently, M1 is weak*
closed, that is, closed in σ (M(X),C(X)) topology. By applying the Banach–Alaoglu
theorem, we have that M1 is weak* compact. Let

F(µ) =
∫
X

∫
X

f (s, t)dµ(s)dµ(t) +
∫
X

h(s)dµ(s) for anyµ ∈ M(X). (6)

Since (by C ′) F is a continuous function on the weak* compact set M1, it attains
its minimum at a point in M1. �
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From Theorem 1.2, we know under some conditions there exists an optimal
solution for CQP . In Section 2 we generalize the cutting plane method to develop
an implicit algorithm for solving CQP . The major computational tasks in using the
implicit algorithm to solve CQP lie in finding a global optimizer of a non-linear
and non-convex function. In Section 3, we intend to construct an explicit algorithm
to relax this requirement and to get rid of the unnecessary constraints in each
iteratin in order to reduce the size of the computational programs. A convergence
proof of this approach is given.

2. An implicit algorithm for CQP

In this section we generalize the cutting plane method for solving CQP . Before
describing the method, we first introduce the following semi-infinite quadratic
programming problem (QSIPTk), which is a ‘discretized’ version of CQP . Let
Tk = {s1, . . . , sk}.

(QSIPTk )

Minimize
1

2

k∑
j=1

k∑
i=1

f (si, sj )uiuj +
k∑

i=1

h(si)ui

Subject to
k∑

i=1

φ(si, y)ui � g(y) for each y in Y, (7)

ui � 0.

We have the following dual program for the (QSIPTk).
(DQSIPTk).

Maximize (−1

2
)

k∑
j=1

k∑
i=1

f (si, sj )uiuj +
∫
Y

g(y)dν(y)

Subject to
∫
Y

φ(sj , y)dν(y) �
k∑

i=1

f (si, sj )ui + h(sj ) for j = 1, 2, . . . , k

(8)

whereν ∈ M+(Y ), ui ∈ R(i = 1, . . . , k).

We assume that (QSIPTk ) is solvable with an optimal value denoted by V (QSIPTk ),
and (DQSIPTk) is also solvable with an optimal value denoted by V (DQSIPTk)

and V (QSIPTk ) = V (DQSIPTk). Some basic concept and methods for solving
(QSIPTk) and (DQSIPk) can be found in [2, 4, 7, 13 and 14].

Then the method works according to the following scheme.
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Algorithm 1:

Step 1. Set k = 1, choose any s1 ∈ X, and set T1 = {s1}.
Step 2. Solve (QSIPTk ) with an optimal solution uk = (uk1, . . . , u

k
k), and

(DQSIPTk ) with an optimal solution (uk, νk).
Step 3. Find a maximizer sk+1 of φuk,νk (s) over X where

φuk,νk (s) =
∫
Y

φ(s, y)dνk(y)−
k∑

i=1

f (si, s)u
k
i − h(s). (9)

Step 4. If φuk,νk (sk+1) � 0, then stop. In this case, (uk, νk) is optimal for (DCQP).
Otherwise, set Tk+1 = Tk ∪ {sk+1}, increment k← k + 1, and go to Step 2.

Let

uk = {uk1, . . . , ukk} be the optimal solution for (QSIPTk ).

We define a discrete measure µk on X by letting

µk(s) =
{
uki (� 0) if s = si ∈ Tk,

0 if s ∈ X∣∣ Tk.
In this way, µk(s) � 0, for each s ∈ X. If uk and (uk, νk) are optimal solutions
for (QSIPTk ) and (DQSIPTk), then uk, νk satisfy the following Kuhn–Tucker
conditions.∫

Y

[
k∑

i=1

φ(si, y)u
k
i − g(y)

]
dνk(y) = 0 (10)

k∑
j=1

[∫
Y

φ(sj , y)dν
k(y)−

k∑
i=1

f (si, sj )u
k
i − h(sj )

]
ukj = 0 (11)

k∑
i=1

φ(si , y)u
k
i − g(y) � 0 for each y in Y (12)

∫
Y

φ(sj , y)dν
k(y)−

k∑
i=1

f (si, sj )u
k
i − h(sj ) � 0 ∀ j = 1, 2, . . . , k (13)

THEOREM 2.1. If there exists a M ∈ R such that µk(X) + νk(Y ) � M and
f (s, t) satisfies condition C, then V (DQSIPTk)→ V (DCQP).

Proof: Since V (DQSIPT1) � V (DQSIPT2) � · · · � V (DCQP) = d, three
cases are conceivable, namely:
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Case A. The process stops after a finite number of iterations.
Case B. lim

r→∞V (DQSIPTr ) = d + η, where η > 0.

Case C. lim
r→∞V (DQSIPTr ) = d.

When Case A or C occurs then we obtain an optimal value for (DCQP). Now
we want to show that Case B is not possible. Since ‖µk‖ + ‖νk‖ � M for each
k, the sequence {µk} ⊂ K , a weak* compact subset in M(X) and the sequence
{νk} ⊂K ′, a weak* compact subset in M(Y ). Since C(X) and C(Y ) are separable,
there exists a subsequence {µik } of {µk} and a subsequence {νik } of {νk} such that
{µik } is weak* convergent to sume µ∗, and νik is weak* convergent to some ν∗.
Then we have µ∗ ∈ M+(X) and ν∗ ∈ M+(Y ). Since f (s, t) satisfies the condition
C, we have

−1

2

∫
X

∫
X

f (s, t)dµ∗(s)dµ∗(t)+
∫
Y

g(y)dν∗(y) = d + η.

Therefore (µ∗, ν∗) does not belong to the feasible set of (DCQP). Since if (µ∗, ν∗)
belongs to the feasible set of (DCQP), then

−1

2

∫
X

∫
X

f (s, t)dµ∗(s)µ∗(t)+
∫
Y

g(y)dµ∗(y) = d + η � d.

We get a contradiction. Let

φµ∗,ν∗(s) =
∫
Y

φ(s, y)dν∗(y)−
∫
X

f (t, s)dµ∗(t)− h(s), (14)

and

s be an element in X that maximizes φµ∗,ν∗(s).

From the definition of (µ∗, ν∗), we have

φµ∗,ν∗(si) � 0, i = 1, 2, . . . (15)

Let {(µji , νji )} be a subsequence of {(µki , νki )} such that sji+1 tends towards a limit
point s∗. Because of the choice of sji+1 in the algorithm we find, for each i

φuji ,νji (s) � φuji ,νji (sji+1).

Letting i →∞, we have φµ∗,ν∗(s) � φµ∗,ν∗(s
∗). But by (15) we have φµ∗,ν∗(s

∗) �
0. This contradicts the assumption that φµ∗,ν∗(s) > 0 and hence case B is not
possible. And hence the result is proved. �
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3. An explicit algorithm for CQP

In the above algorithm, we add one constraint at a time and the computational
bottleneck falls either in solving the quadratic semi-infinite program (QSIPTk) or
in finding a global maximizer sk+1 of φuk,νk (s).

To reduce the computational efforts in solving each (QSIPTk ), we propose an
explicit algorithm which allows to drop some redundant points in Tk. Note that
finding a maximizer sk+1 of φuk,νk (s) in Step 3 usually causes a lot of computa-
tional problems. Here our new explicit algorithm explores a new idea whereby the
subproblem (QSIPTk+1) is constructed by only choosing a point s′k+1 at which the
infinite constraints are violated, i.e., φuk,νk(s

′
k+1) > 0, rather than the point sk+1

where the violation is maximized, i.e. φuk,νk (s) is maximized. This idea can be
easily incorporated into the existing cutting plane algorithm and potentially reduces
the computational burden. In the following, we want to derive an algorithm for
CQP by iterative processes.

For the purpose of easy description of the proposed approach, we assume that
(QSIPTk) and (DQSIPTk) are solvable, and V (QSIPTk ) = V (DQSIPTk).

Algorithm 2:

Step 0. Let δ > 0 be a sufficiently small number (up to machine accuracy, smaller
than 10−7).

Step 1. Set k ← 1, choose any x1
1 ∈ X, and set T1 = {x1

1} such that the problem
(QSIPT1) has an optimal solution {u1

1}where u1
1 > 0. Solve (DQSIPT1) with

an optimal solution (u1
1, ν

1
1). Define φu1

1,ν
1
1

according to (9).

Step 2. Find x1
2 ∈ X such that φu1

1,ν
1
1
(x1

2 ) > δ. If x1
2 does not exist, stop and output

(u1
1, ν

1
1 ) as a solution. Otherwise, set Tk+1 = Tk ∪ {x1

2}, go to Step 6.
Step 3. Solve (QSIPTk) with an optimal solution uk = (uk1, . . . , u

k
mk−1+1), and

(DQSIPTk ) with an optimal solution (uk, νk).
Step 4. Define a discrete measure µk on X by letting

µk(s) =
{
uki (� 0) if s = xk−1

i ∈ Tk
0 if s ∈ X∣∣Tk.

Let Ek = {s ∈ Tk, µk(s) > 0} = {xk1 , xk2 , . . . , xkmk
}.

Step 5. Find any xkmk+1 ∈ X such that φuk,νk (x
k
mk+1) > δ. If such xkmk+1 does not

exist, stop and output (uk, νk) as the solution. Otherwise, set Tk+1 = Ek ∪
{xkmk+1}.

Step 6. Update k← k + 1 and go to Step 3.

From the above algorithm, we have

{uk1, . . . , ukmk−1+1} is an optimal solution for (QSIPTk ).
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Remember

Ek = {s ∈ Tk, µk(s) > 0} = {xk1 , xk2 , . . . , xkmk
}.

Let νk be a discrete measure concentrated at yk1 , y
k
2 , . . . , y

k
nk

.
Since V (QSIPTk) = V (DQSIPTk), we have

mk∑
j=1

[
nk∑
i=1

φ(xkj , y
k
i )ν

k(yki )−
mk∑
i=1

f (xki , x
k
j )µ

k(xki )− h(xkj )

]
µk(xkj ) = 0

and

nk∑
j=1

[
mk∑
i=1

φ(xki , y
k
j )µ

k(xki )− g(ykj )

]
νk(ykj ) = 0. (16)

We define Hk to be an nk ×mk matrix with rth row being(
φ(xk1 , y

k
r ), φ(x

k
2 , y

k
r ), . . . , φ(x

k
mk
, ykr )

)
r = 1, 2, . . . , nk.

Since νk(ykj ) > 0 for j = 1, 2, . . . , nk, from (16), we have

Hkuk = gk, (17)

where uk = (µk(xk1 ), . . . , µ
k(xkmk

)) and gk = (g(yk1 ), . . . , g(y
k
nk
)). Let φµk,νk be

as in (9), i.e., φµk,νk (s) =
∫
Y

φ(s, y)dνk(y) −
∫
X

f (t, s)dµk(t) − h(s). For the

primal problem, we define

φµk (y) =
∫
X

φ(s, y)dµk(s)− g(y). (18)

Note that φµk (y) � 0 ∀ y ∈ Y , and we have the following result:

THEOREM 3.1. Let µk,µk+1, νk and νk+1 be generated in the kth step of the
algorithm given as above and -k = µk+1 − µk. Then

V (DQSIPTk+1)− V (DQSIPTk)

=
mk∑
i=1

φµk+1,νk+1(xki )µ
k(xki )−

nk+1∑
j=1

φµk (y
k+1
j )νk+1(yk+1

j )

− 1

2

∫
X

∫
X

f (s, t)d-k(s) d-k(t) (19)

Proof: By the definition of φµk(y), we have
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nk+1∑
j=1

φµk (y
k+1
j )νk+1(yk+1

j )

=
nk+1∑
j=1

(
mk∑
i=1

φ(xki , y
k+1
j )µk(xki )− g(yk+1

j )

)
νk+1(yk+1

j )

=
nk+1∑
j=1

mk∑
i=1

φ(xki , y
k+1
j )µk(xki )ν

k+1(yk+1
j )−

nk+1∑
j=1

g(yk+1
j )νk+1(yk+1

j )

=
mk∑
i=1


nk+1∑

j=1

φ(xki , y
k+1
j )νk+1(yk+1

j )


µk(xki )−

nk+1∑
j=1

g(yk+1
j )νk+1(yk+1

j )

=
mk∑
i=1


φµk+1,νk+1(xki )+

mk+1∑
j=1

f (xk+1
j , xki )µ

k+1(xk+1
j )+ h(xki )


µk(xki )

−
nk+1∑
j=1

g(yk+1
j )νk+1(yk+1

j )

=
mk∑
i=1

φµk+1,νk+1(xki )µ
k(xki )+

mk∑
i=1

mk+1∑
j=1

f (xk+1
j , xki )µ

k+1(xk+1
j )µk(xki )

+
mk∑
i=1

h(xki )µ
k(xki )−

nk+1∑
j=1

g(yk+1
j )νk+1(yk+1

j ). (20)

It is obvious that
mk∑
i=1

mk+1∑
j=1

f (xk+1
j , xki )µ

k+1(xk+1
j )µk(xki ) =

∫
X

∫
X

f (s, t)dµk+1(s)dµk(t).

Now -k = µk+1 − µk. Thus∫
X

∫
X

f (s, t)dµk+1(s)dµk(t)

=1

2

∫
X

∫
X

f (s, t)dµk+1(s)dµk(t)+ 1

2

∫
X

∫
X

f (s, t)dµk+1(s)dµk(t)

=1

2

∫
X

∫
X

f (s, t)dµk(s)dµk(t)+ 1

2

∫
X

∫
X

f (s, t)d-k(s)dµk(t)

+ 1

2

∫
X

∫
X

f (s, t)dµk+1(s)dµk+1(t)− 1

2

∫
X

∫
X

f (s, t)dµk+1(s)d-k(t)

=1

2

∫
X

∫
X

f (s, t)dµk(s)dµk(t)+ 1

2

∫
X

∫
X

f (s, t)dµk+1(s)dµk+1(t)

+ 1

2

∫
X

∫
X

f (s, t)d-k(s)dµk(t)− 1

2

∫
X

∫
X

f (s, t)dµk+1(s)d-k(t).
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Since f is a symmetric function, we have∫
X

∫
X

f (s, t)d-k(s)dµk(t) =
∫
X

∫
X

f (t, s)d-k(s)dµk(t)

=
∫
X

∫
X

f (s, t)d-k(t)dµk(s).

Therefore

1

2

∫
X

∫
X

f (s, t)d-k(s)dµk(t)− 1

2

∫
X

∫
X

f (s, t)dµk+1(s)d-k(t)

=− 1

2

∫
X

∫
X

f (s, t)d(µk+1 − µk)(s)d-k(t)

=− 1

2

∫
X

∫
X

f (s, t)d-k(s)d-k(t).

It follows that

(20) =
mk∑
i=1

φµk+1,νk+1(xki )µ
k(xki )+

1

2

∫
X

∫
X

f (s, t)dµk(s)dµk(t)

+ 1

2

∫
X

∫
X

f (s, t)dµk+1(s)dµk+1(t)− 1

2

∫
X

∫
X

f (s, t)d-k(s)d-k(t)

+
mk∑
i=1

h(xki )µ
k(xki )−

nk+1∑
j=1

g(yk+1
j )νk+1(yk+1

j )

=
mk∑
i=1

φµk+1,νk+1(xki )µ
k(xki )+ V (QSIPTk)− V (DQSIPTk+1)

− 1

2

∫
X

∫
X

f (s, t)d-k(s)d-k(t).

Thus

V (DQSIPTk+1)− V (DQSIPTk)

=
mk∑
i=1

φµk+1,νk+1(xki )µ
k(xki )−

nk+1∑
j=1

φµk (y
k+1
j )νk+1(yk+1

j )

− 1

2

∫
X

∫
X

f (s, t)d-k(s)d-k(t).

�
Since µk(xki ) > 0 for i = 1, . . . , mk , νk+1(yk+1

j ) > 0 for j = 1, . . . , nk+1, and
f is a positive semi-definite function, from (19) we know that V (DQSIPTk+1) <

V (DQSIPTk) if and only if ∃ i ∈ {1, 2, . . . , mk} such that φµk+1,νk+1(xki ) �= 0
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or ∃ j ∈ {1, 2, . . . , nk+1} such that φµk (y
k+1
j ) �= 0. Thus we have the following

theorem.

THEOREM 3.2. Let µk,µk+1, νk, and νk+1 be generated in the kth and k + 1 th
steps of the algorithm given as above. Then

V (QSIPTk+1) < V (QSIPTk ) if and only if φµk+1,νk+1 or φµk satisfies one of the
following conditions:

(i) ∃ i ∈ {1, 2, . . . , mk} such that φµk+1,νk+1(xki ) �= 0.

(ii) ∃ j ∈ {1, 2, . . . , nk+1} such that φµk (y
k+1
j ) �= 0.

In general, since (µk, νk) and (µk+1, νk+1) are different, φµk+1,νk+1 or φµk

the satisfaction of condition (i) or (ii) in Theorem 3.2 is not a problem.
If V (DQSIPTk+1) < V (DQSIPTk), then we must have xkmk+1 ∈ Ek+1. If xkmk+1 �∈
Ek+1, then µk+1(xkmk+1) = 0 and µk+1 has nonzero measure only at these points in
Ek. Thus we have V (DQSIPTk+1) = V (DQSIPTk) which contradicte to
V (DQSIPTk+1) < V (DQSIPTk). Now we let xkmk+1 = xk+1

mk+1
.

Let X = [a, b] and Y = [c, d]. From now on, let h ∈ C∞([a, b]), g ∈
C∞([c, d]), φ ∈ C∞([a, b]× [c, d]), and f ∈ C∞([a, b]× [a, b]). Let M∗ > 0 be
a sufficient large such that |φ|, |f |, |g|, and |h| are bounded by M∗. Let δ∗ > 0 be
small enough. Consider a function c ∈ C∞([a, b]) with c(t) � 0. We will assume
that c satisfies the following regularity assumptions (RA):

(i) c(t) = 0 only at tk ∈ [c, d], k = 1, . . . , m, and ∀ k there exists an ik such
that the j th derivative c(j)(tk) = 0, j = 0, 1, . . . , ik − 1, but c(ik)(tk) �= 0,
ik < M∗.

(ii) (a) For each k, if t ∈ Nδ∗(tk) the δ∗–neighborhood of tk , then c(ik)(t) has
the same sign as c(ik)(tk), and M∗ �

∣∣c(ik)(t)∣∣ � δ∗.
(b) If t is a local maximum or minimum of c in [a, b] and c(t) �= 0, then
c(t) � −δ∗.

The following lemma was proved by Lai and Wu [9].

LEMMA 3.3. Let c ∈ C∞([a, b]) with c(t) � 0 satisfy the condition (RA). Sup-
pose that, for t ∈ [a, b], |c(t)| < ε for a sufficient small ε > 0. Then there exists
an 3 ∈ {1, 2, . . . , m} such that |t − t3| < r(ε) with r(ε)→ 0 whenever ε→ 0.

We define Bk
r to be a matrix having row vectors

(
∂j

∂yj
φ(xk1 , y

k
r ),

∂j

∂yj
φ(xk2 , y

k
r ), . . . ,

∂j

∂yj
φ(xkmk

, ykr )

)
0 � j � 1
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and

Bk =



Bk

1
Bk

2
...

Bk
nk


 .

Since φµk (y) ∈ C∞([c, d]) and φµk(ykr ) = 0 for r = 1, . . . , nk, we have Bkuk =
(gk) where uk = (µk(xk1 ), . . . , µ

k(xkmk
)) and gk = (g(yk1), g

′(yk1), . . . , g(y
k
nk
), g′(yknk )).

For µk and νk in the kth step of algorithm given in Theorem 2.1, we assume that
µk and νk satisfy the following conditions (A):

(A1) V (DQSIPTk+1) < V (DQSIPTk);
(A2) ‖µk‖ + ‖νk‖ � M∗;
(A3) νk(ykj ) � δ for j = 1, . . . , nk,

(A4) There exists a K such that ∀ k � K we have a square submatrix Ak of Bk

having rank mk such that |Det(Ak)| > δ, and a square submatrix Dk of (Hk)
T

having rank nk such that |Det(Dk)| > δ;
(A5) ∃N such that ∀ k � N we have xkmk

belongs to one of Nδk−1(x
k−1
i ),

i = 1, 2, . . . , mk−1, where δk−1 → 0 as k→∞.

Since Tk+1 = Ek ∪ {xkmk+1} and xkmk+1 = xk+1
mk+1
∈ Ek+1, we have xk+1

i ∈ Ek for

i = 1, 2, . . . , mk+1−1. Without loss of genernality, we may assume that xk+1
i = xki

for i = 1, 2, . . . , mk+1 − 1. From (A4) and (A5), we can choose k > N ′ large

enough such that xk+1
mk+1
�∈

mk+1−1⋃
i=1

Nδk (x
k
i ). Thus xk+1

mk+1
belongs to one of Nδk (x

k
i )

i = mk+1, . . . , mk. Likewise, we may assume that

xk+1
mk+1
∈ Nδk (x

k
mk+1

). (21)

Therefore, we immediately have mk � mk+1.
Under the assumptions (A), we next prove that the above algorithm stops in a

finite number of iterations.

THEOREM 3.4. Given any δ > 0, in each iteration, assume that:

(a) the measures µk and νk satisfy the conditions (A1) to (A5), and φµk (y)

satisfies the (RA) condition;
(b) φµk+1νk+1(s) � −δ if s ∈ Tk+1 − Ek+1 − {xkmk+1

}.

Then the algorithm stops in a finite number of iterations.



CUTTING PLANE APPROACH TO SOLVING QUADRATIC INFINITE PROGRAMS 79

Proof. Suppose that the algorithm does not stop in a finite number of iterations.
From (a) we have

V (DQSIPT1) > V (DQSIPT2) > V (DQSIPT3) > · · · � V (DCQP) (22)

Thus lim
r→∞V (DQSIPTr ) = α � V (DCQP). We claim that α > V (DCQP) is

impossible.

Since ‖µk‖+‖νk‖ � M∗ for each k, the sequence {µk} ⊂K , a weak* compact
subset in M(X), and the sequence {νk} ⊂ K ′, a weak* compact subset in M(Y ).
Since C(X) and C(Y ) are separable, there exist subsequences {µik } of {µk} and
{νik } of {νk} such that µik is weak* convergent to some µ∗, νik is weak* convergent
to some ν∗, and {xikmik

+1} converges to some point x∗ as k → ∞. Then we have

µ∗ ∈ M+(X) and ν∗ ∈ M+(Y ).
Now let

φµ∗,ν∗(s) =
∫
Y

φ(s, y)dν∗(y)−
∫
X

f (t, s)dµ∗(t)− h(s). (23)

Then φµik ,νik (x
ik
mik
+1) converges to φµ∗,ν∗(x∗). Since φµik ,νik (x

ik
mik+1

) > δ for each k,
we have φµ∗,ν∗(x∗) � δ.

Now let ε in (0, δ) be arbitrary. We can find a large integer N ∈ {ik}∞k=1 such
that

|V (DQSIPTN )− α| < ε2 and |φµN ,νN (x
N
mN+1)− φν∗,ν∗(x∗)| < ε2. (24)

From Theorem 3.1 and (22), we have

|V (DQSIPTN+1)− V (DQSIPTN )|

=∣∣ mN∑
i=1

φµN+1,νN+1(xNi )µ
N(xNi )−

nN+1∑
j=1

φµN (y
N+1
j )νN+1(yN+1

j )

− 1

2

∫
X

∫
X

f (s, t)d-N(s)d-N(t)
∣∣ < ε2. (25)

Since φµN+1,νN+1(xNi ) � 0 for i = 1, . . . , mN and φµN (y
N+1
j ) � 0 for j =

1, . . . , nN+1, each term in (25) is nonpositive, and is � −ε2. We can get

∣∣φµN (y
N+1
j )

∣∣ < ε2

νN+1(yN+1
j )

for j = 1, . . . , nN+1.

Since νN+1(yN+1
j ) � δ for j = 1, 2, . . . , nN+1, we have

∣∣φµN (y
N+1
j )

∣∣ < ε for j = 1, . . . , nN+1.
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Thus, from assumption (a) and Lemma 3.3, we can choose ε so small and find
rj (ε) such that yN+1

j ∈ Nrj (ε)(y
N
rj
), and yN+1

i , yN+1
j , for i �= j are respectively in

the disjoint neighborhoods Nri(ε)(y
N
ri
), Nrj (ε)(y

N
rj
).

From (25), we have that if N > N and mN > mN+1, then∣∣φµN+1,νN+1(xNi )µ
N(xNi )

∣∣ < ε2 for i = mN+1 + 1, . . . , mN.

From (b), we have∣∣φµN+1,νN+1(xNi )
∣∣ � δ for i = mN+1 + 1, . . . , mN,

thus

µN(xNi ) < ε for i = mN+1 + 1, . . . , mN. (26)

Now we assume that N > N . Since |yN+1
i − yNri | < ri(ε) for i = 1, 2, . . . , nN+1,

xN+1
i = xNi for i = 1, 2, . . . , mN+1−1, xN+1

mN+1
∈ NδN (x

N
mN+1

), and φ ∈ C∞([a, b]×
[c, d]), thus as N →∞, we have

φ(xN+1
i , yN+1

j )− φ(xNi , y
N
rj
)→ 0

∂

∂y
φ(xN+1

i , yN+1
j )− ∂

∂y
φ(xNi , y

N
rj
)→ 0 (27)

for i = 1, 2, . . . , mN+1, j = 1, 2, . . . , nN+1.

From the definition of φµN+1(y) in (18), we have

mN+1∑
i=1

φ(xN+1
i , yN+1

j )µN+1(xi) = g(yN+1
j ) for j = 1, 2, . . . , nN+1 (28)

and

mN+1∑
i=1

∂

∂y
φ(xN+1

i , yN+1
j )µN+1(xi) = g′(yN+1

j ) for j = 1, 2, . . . , nN+1. (29)

Let WN be a matrix with row vectors(
φ(xN+1

1 , yN+1
j ), φ(xN+1

2 , yN+1
j ), . . . , φ(xN+1

mN+1
, yN+1

j )
)
,

j = 1, 2, . . . , nN+1

and WN be a matrix with row vectors(
∂

∂y
φ(xN+1

1 , yN+1
j ),

∂

∂y
φ(xN+1

2 , yN+1
j ), . . . ,

∂

∂y
φ(xN+1

mN+1
, yN+1

j )

)
,

j = 1, 2, . . . , nN+1.
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Therefore we can express (28) and (29) as(
WN

WN

)
(uN+1) =

(
gN+1

g′N+1

)
(30)

where

uN+1 =
(
µN+1(xN+1

1 ), µN+1(xN+1
2 ), . . . , µN+1(xN+1

mN+1

)
),

gN+1 =
(
g(yN+1

1 ), . . . , g(yN+1
nN+1

)
)
, and g′N+1 =

(
g′(yN+1

1 ), . . . , g′(yN+1
nN+1

)
)
.

From the definition of φµN (y) in (18), we have

mN+1∑
i=1

φ(xNi , y
N
rj
)µN(xNi )+

mN∑
i=mN+1+1

φ(xNi , y
N
rj
)µN(xNi ) = g(yNrj )

for j = 1, . . . , nN+1, (31)

and
mN+1∑
i=1

∂

∂y
φ(xNi , y

N
rj
)µN(xNi )+

mN∑
i=mN+1+1

∂

∂y
φ(xNi , y

N
rj
)µN(xNi ) = g′(yNrj )

for j = 1, . . . , nN+1. (32)

From (26), we have

mN+1∑
i=1

φ(xNi , y
N
rj
)µN(xNi ) = g(yNrj )+ εj (ε), (33)

where εj (ε)→ 0 as ε→ 0 for j = 1, 2, . . . , nN+1, and

mN+1∑
i=1

∂

∂y
φ(xNi , y

N
rj
)µN(xNi ) = g′(yNrj )+ ε′j (ε), (34)

where ε′j (ε)→ 0 as ε→ 0 for j = 1, 2, . . . , nN+1.

Let GN be a matrix with row vectors(
φ(xN1 , y

N
rj
), φ(xN2 , y

N
rj
), . . . , φ(xNmN+1

, yNrj )
)
, j = 1, 2, . . . , nN+1,

and GN be a matrix with row vectors(
∂

∂y
φ(xN1 , y

N
rj
),

∂

∂y
φ(xN2 , y

N
rj
), . . . ,

∂

∂y
φ(xNmN+1

, yNrj )

)
,

j = 1, 2, . . . , nN+1.
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Therefore, we can express (33) and (34) as(
GN

GN

)
(u′N) =

(
gN

g′N

)
, (35)

where

u′N =
(
µN(xN1 ), . . . , µ

N(xNmN+1

)
),

gN =
(
g(yNr1

)+ ε1(ε), . . . , g(y
N
rnN+1

)+ εnN+1(ε)
)
,

and

g′N =
(
g(yNr1

)+ ε′1(ε), . . . , g(y
N
rnN+1

)+ ε′nN+1
(ε)
)
.

Since

(
WN

WN

)
has rank mN+1, from (27) and assumption (a), we see that

(
GN

GN

)
has rank mN+1 and∣∣µN+1(xN+1

i )− µN(xNi )
∣∣ < εi(ε), for i = 1, . . . , mN+1, (36)

where εi(ε)→ 0 for i = 1, 2, . . . mN+1 whenever ε→ 0.

From (16), we have

nN∑
j=1

φ(xNi , y
N
j )ν

N(yNj ) =
mN∑
j=1

f (xNj , x
N
i )µ

N(xNj )+ h(xNi ),

i = 1, . . . , mN+1 (37)

and

nN+1∑
j=1

φ(xN+1
i , yN+1

j )νN+1(yN+1
j )

=
mN+1∑
j=1

f (xN+1
j , xN+1

i )µN+1(xN+1
j )+ h(xN+1

i ), i = 1, . . . , mN+1 (38)

From (37), it follows that

nN+1∑
j=1

φ(xNi , y
N
rj
)νN(yNrj )+

nN−nN+1∑
k=1

φ(xNi , y
N
tk
)νN(yNtk )

=
mN∑
j=1

f (xNj , x
N
i )µ

N(xNj )+ h(xNi ), i = 1, 2, . . . , mN+1. (39)
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Let QN be a matrix with row vectors(
φ(xNi , y

N
r1
), φ(xNi , y

N
r2
), . . . , φ(xNi , y

N
rnN+1

)
)
, i = 1, 2, . . . , mN+1,

and QN be a matrix with row vectors(
φ(xNi , y

N
t1
), φ(xNi , y

N
t2
), . . . , φ(xNi , y

N
tnN−nN+1

)
)
, i = 1, 2, . . . , mN+1.

Then we can express (39) as

(QN

... QN)(vN) = (3N),

where

vN =
(
νN(yNr1

), . . . , νN(yNrnN+1
), νN(yNt1 ), . . . , ν

N(yNtnN−nN+1
)
)

and

3N =
( mN∑
j=1

f (xNj , x
N
1 )µ

N(xNj )+ h(xN1 ), . . . ,

mN∑
j=1

f (xNj , x
N
mN+1

)µN(xNj )+ h(xNmN+1
)
)
.

Let RN be a matrix with row vectors(
φ(xN+1

i , yN+1
1 ), φ(xN+1

i , yN+1
2 ), . . . , φ(xN+1

i , yN+1
nN+1

)
)
,

i = 1, 2, . . . , mN+1.

Then we can express (38) as

RNv
′
N+1 = 3′N+1

where

v′N+1 =
(
νN+1(yN+1

1 ), . . . , νN+1(yN+1
nN+1

)
)

and

3′N+1 =

mN+1∑

j=1

f (xN+1
j , xN+1

1 )µN+1(xN+1
j )+ h(xN+1

1 ), . . .

. . . ,

mN+1∑
j=1

f (xN+1
j , xN+1

mN+1
)µN+1(xN+1

j )+ h(xN+1
mN+1

)


 .
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Thus

(RN

... QN)

(
v′N+1

O

)
= 3′N+1.

Combining (27), the assumption (a) and the fact that (QN

... QN) has rank nN ,
and also taking into account of xN+1

mN+1
∈ NδN (x

N
mN+1

), (26) and (36), we see that

(RN

... QN) has rank nN and

∣∣νN(yNri )− νN+1(yN+1
i )

∣∣ <-
εi (ε), for i = 1, . . . , nN+1,∣∣νN(yNti )∣∣ < ε∗i (ε), for i = 1, . . . , nN − nN+1,

where

-
εi (ε)→ 0 and ε∗i (ε)→ 0, as N →∞. (40)

Since φµN+1,νN+1(xN+1
mN+1

) = 0, from (26), (36) and (40), we have

φµN ,νN (x
N+1
mN+1

)→ 0 as N →∞. (41)

But

φµN ,νN (x
N+1
mN+1

) = φµN ,νN (x
N
mN+1

)→ φµ∗,ν∗(x∗) �= 0 as N →∞.

Therefore (41) cannot hold, and we have a contradiction. Therefore our claim is
valid and the proof is now completed. �

Note that (A2) is commonly assumed in infinite linear programming to simplify
proofs. It can be relaxed by using bounded level sets. (A1) is also a technical
condition commonly used in linear programming. Moreover, when δ > 0 is chosen
to be sufficiently small, (A3), (A4), (A5), and (b) in Theorem 3.4 in general can be
satisfied without much difficulty. The violation of any of these four assumptions
will lead to some rare instances of degeneracy or inconsistency.

Theorem 3.4 assures that the proposed scheme terminates in finitely many it-
erations, say k∗ iterations, with an optimal solution (µk∗ , νk

∗
). Recall that µk∗ is a

discrete measure concentrated at the points xk
∗

1 , xk
∗

2 , . . . , xk
∗

mk∗ , and νk
∗

is a discrete

measure concentrated at the points yk
∗

1 , yk
∗

2 , . . . , yk
∗

nk∗ . In this case (µk∗ , νk
∗
) is,

of course, feasible for (DQSIPTk∗ ), and from Theorem 3.5, it can be viewed
that (µk∗ , νk

∗
) is an approximate solution of (DCQP), if δ is chosen small. It

is important to know how ‘good’ such an approximate solution is. The following
theorem concerns this issue.
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THEOREM 3.5. For any given δ > 0, if there exists µ ∈ M(X) and ν ∈ M+(Y )
with ν(yk

∗
i ) � −ν

k∗(yk
∗

i )

δ
for i = 1, 2, . . . , nk∗ , and ν(B) � 0 for all Borel set

B ⊂ Y − {yk∗1 , yk
∗

2 , . . . , yk
∗

nk∗ }, and such that∫
Y

φ(x, y)dν(y)−
∫
X

f (x, t)dµ(t) � −1, (42)

then

|V (DQSIPTk∗ )− V (DCQP)|
�δ
∣∣ ∫

X

∫
X

f (s, t)dµk∗(s)dµ(t)+ 1

2
δ

∫
X

∫
X

f (s, t)dµ(s)dµ(t)

−
∫
Y

g(y)dν(y)
∣∣. (43)

Proof. It is obvious that νk
∗ + δν ∈ M+(X), µk∗ + δµ ∈ M(X), and∫

Y

φ(s, y)dνk
∗
(y)+ δdν(y)−

∫
X

f (t, s)dµk∗(t)+ δdµ(t)− h(s)

=
∫
Y

φ(s, y)dνk
∗
(y)−

∫
X

f (t, s)dµk∗ (t)− h(s)

+ δ

(∫
Y

φ(s, y)dν(y)+
∫
X

f (t, s)dµ(t)

)
� δ + (−δ) = 0 (from (42)).

Thus (νk
∗
, µk∗)+ δ(ν, µ) is feasible for DCQP .

From (21), we know that

|V (DQSIPTk∗ )− V (DCQP)|
�
∣∣− 1

2

∫
X

∫
X

f (s, t)dµk∗(s)dµk∗(t)+
∫
Y

g(y)dνk
∗
(y)

+ 1

2

∫
X

∫
X

f (s, t)d(µk∗ + δµ)(s)d(µk∗ + δµ)(t)

−
∫
Y

g(y)d(νk
∗ + δν)(y)

∣∣
= δ

∣∣ ∫
X

∫
X

f (s, t)dµk∗(s)dµ(t)+ 1

2
δ

∫
X

∫
X

f (s, t)dµ(s)dµ(t)

−
∫
Y

g(y)dν(y)
∣∣. �

Finally, we want to prove that the approximate solution (µk∗, νk
∗
) converges to the

optimal solution of CQP as δ → 0. We use δi instead of δ in Algorithm 2 for
the stopping criterion. In this case, we assume that the Algorithm 2 terminates in
finitely many iterations, say k∗i iterations, with an optimal solution (µk∗i , νk

∗
i ) in the

program (DQSIPTk∗
i

).
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THEOREM 3.6. If δi decreases to 0 as i → ∞, µk∗i (X) + νk
∗
i (Y ) � M, and

f (s, t) satisfies condition C then

V (DQSIPTk∗
i

)→ V (DCQP) as i →∞.

Proof. It is obvious that

V (DQSIPTk∗1
) � V (DQSIPTk∗2

) � · · · � V (DCQP).

Then

lim
r→∞V (DQSIPTk∗r ) = α � V (DCQP). (44)

Since

φ
µ
k∗
i ,ν

k∗
i
(s) � δi for i = 1, 2, . . . , for each s ∈ X,

where δi → 0 as i → ∞, and there exists a subsequence (µ
k∗ij , ν

k∗ij ) of (µk∗i , νk
∗
i )

weak* convergent to (µ∗, ν∗), we have

φµ∗,ν∗(s) � 0, for each s ∈ X.
From (2), we know that (µ∗, ν∗) is feasible for (DCQP). Therefore

V (DCQP) �
∫
X

∫
X

f (s, t)dµ∗(s)dµ∗(t)+
∫
Y

g(y)dν∗(y).

From the assumption and (44), it follows that

lim
r→∞V (DQSIPTk∗r ) = α =

∫
X

∫
X

f (s, t)dµ∗(s)dµ∗(t)

+
∫
Y

g(y)dν∗(y) � V (DCQP).

Thus∫
X

∫
X

f (s, t)dµ∗(s)dµ∗(t)+
∫
Y

g(y)ν∗(y) = α = V (DCQP).

�
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